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 JPL is involved in the research and
development of technologies,
methodologies in science, mission
operations, engineering, and other non-
NASA applications.

— Includes onboard computing to scalable
archives to analytics

« JPL and Caltech formed a joint initiative
In Data Science and Technology to
support fundamental research all the way
to operational systems.

— Methodology transfer across applications
IS a major goal.




Jet Propulsion Laboratory
¥ California Institute of Technology

Terms: Big Data and Data Science

Big Data

 When needs for data collection, processing,
management and analysis go beyond the capacity and
capability of available methods and software systems

Data Science

» Scalable architectural approaches, techniques,
software and algorithms which alter the paradigm by
which data is collected, managed and analyzed




PR = propusion boraeny| ) S National Research Council Report:
Frontiers in the Analysis of Massive Data

Chartered in 2010 by the U.S. National
Research Council, National Academies

Chaired by Michael Jordan, Berkeley, AMP
Lab (Algorithms, Machines, People)

NASA/JPL served on the committee
covering systems architecture for big data
management and analysis

Importance of more systematic
approaches for analysis of data

Need for end-to-end data lifecycle: from
point of capture to analysis

Integration of multiple discipline experts 2013

Application of novel statistical and machine
learning approaches for data discovery




California Institute of Technology

amemesramoes. NASA Science and Big Data Today

Research

How do these connect?
a——
g0,

Science Teams

= T
s

Data
Acquisition
and
Command

Focus on generating, capturing, managing big data

Big Data
Infrastructure
(Data, Algorithms,
Machines)

?

Applications

Focus on using/analyzing

big data
5



LU oz ooy JPL Data Science Working Group

« Established in 2014 to explore big data use cases and challenges in
science and to make a recommendation to JPL senior management.
— Launched internal investments: planetary science (onboard agile science),

earth science (distributed data analytics), and astronomy (machine
learning and data collection methods).

— Engaged cross disciplinary expertise (science, computer science —
systems and machine learning, statistics, program management)

— Partnered with Caltech to bring in research perspectives.

* In November 2016 a chartered Data Science WG reporting to JPL'’s
Leadership Management Council (LMC), chaired by Deputy Director
Larry James, was established in data science covering all aspects of
the Lab operations.



Agile Science — Onboard Analysis

Challenge:

Too much data, too fast;
cannot transport data
efficiently enough

Future Solutions:
Onboard computation
and data science

Extreme Data Volumes — Data

Triage

Jet Propulsion Laboratory
California Institute of Technology

Challenge: Data collection
capacity at the instrument
outstrips data transport and
data storage capacity

Future Solutions: Dynamic
architectures to scale data
processing and triage
exascale data streams

Data Lifecycle

Distributed Data Analytics

- - — Challenge: Data

i = distributed in massive
§ archives; many
different types of
measurements

Future Solutions:
Distributed data
analytics; uncertainty

quantification

JPL Data Science Strategy
Guiding Principles

Perform original processing at the sensor / instrument l

l Make choices at the collection point about which data to keep l

l Improve resource efficiencies to enable moving the most data l

Anticipate the need to work across multiple data sources l

Increase computing availability at the data to generate products l

Data Architecture

Increase the scale and integration of distributed archives l

l Apply visualization techniques to enable data understanding l

l Apply machine learning and statistics to enable data understanding l

\ l Create analytics services effective across massive, distributed data l
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Data Stewardship

on Demand

\
—> g
Algorithms Science Teams

Data Science
Infrastructure
(Compute, Storage,

Data, Software)

g Data Driven

Analytics
8 Applications

Decision
Support
Otherdatasystems,
(insitu,models, etc.) Data Analytics

Future

Data Ecosystem

JPL Data Science Strategy

l Data Science Working Group

Earth Science j Planetary Science l

Astrophysics

Operations | Information Technology |

Engineering Business / HR

Formulation

[ Non-NASA Applications

Cross-Cutting
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Emerging Solutions

* Onboard Data
Products

e Onboard Data
Prioritization

* Flight
Computing

Emerging Solutions

e Low-Power Digital
Signal Processing

* Data Triage

* Exa-scale
Computing

Data Lifecycle Model
for NASA Space Missions

(1) Too much data, too fast;
cannot transport data
efficiently enough to store

(2) Data collection capacity at the
instrument continually outstrips data
transport (downlink) capacity

Ground-based Mission Systems

Oservational Platforms
/Flight Computing

Massive Data Archives and
Big Data Analytics

Emerging Solutions
e Distributed Data

Analytics

e Advanced Data Science
Methods

* Scalable Computation
and Storage

©apal ~ weww: Chunrttl oo TRI0E

(3) Data distributed in massive
archives; many different types of
measurements and observations




o CF0SS-CUtting Capabilities

Original Image Discriminative Generative
Object Detection P. Process Fitting
: T s | PR | | | == = = =
National Data Sharing Infrastructure R - e B
Supporting Collaboration In Biomedical Research For EDRN| ‘ A cE 1] R -
Y ; = e ]
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B - D Loids B o
Ig ata Estimate the Staining Detect nuclei on a Classify single nuclei into

on a whole spot whole spot tumor, non-1 tumor ant d
stained, not-stained

I nternational Data Infrastructures Common Data

Archive and Shari ng (from open source to cloud Intelligent Data Elements &
computing and scalable

Architectures compute infrastructures) Algorithms | n.fo.r matlon Models
(Machine Learning, (discipline and common)

Deep Learning)

Analytical Data Great Opportunities for Visualization
Pipdlines Methodology Transfer and Collaboration 9 Techniques
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On Board

Future of Data Science at NASA

Enabling a Big Data Research Environment

Data Capture

Processing
(et ! 6
— Instrument
et | > Data
SEetiaey Systems
|| i -.- I
Mission
Operations
ﬁ .
Airborne
Data = Data
Acquisition =
and Icl;strur:ent
Command perations
Processing @
—>
Ground NASA
Data Data
n Systems Archives

I"g_ﬂl

On Demand
Algorithms

Big Data
Infrastructure
(Data, Algorithms,
Machines)

systems (in
situ, other
agency, etc.)

-

e

Research

Data Analytics
Centers

(Water, Ocean,
CO2, Extreme
Events, Mars, etc.)

Decision
Support

Data Analysis

Reducing Data Wrangling: “There is a major need for the development of software components... that link

high-level data analysis-specifications with low-level distributed systems architectures.”
Frontiers in the Analysis of Massive Data, National Research Council, 2013.




portunities and Use Case Across
the Ground Environment

Jet Propulsion LaborQ Y

California Institute of Technology

Intelligent Ground Stations Intelligent Archives and Knowledge-bases

I —g .
‘Emerging Solutions
* Automated Machine
' irning - Feature

raction

Emerging Solutions =
Anomaly Detection —_

Combining DSN &

Mission Data

Attention Focusing elligent Search
Controlling False irning over time
Positives egration of

Technologies: Machine Learning, Deep Learning, Intelligent Search, Data Integration,
Interactive Visualization and Analytics

Intelligent MOS-GDS

—

g Solutions

aly Interpretation
hboard for Time

e s Data
ME-Scalable Decision
..... ort

ator Training




(U oy 2015-2016 AIST Big Data Study

Study led by JPL for the NASA Advanced Information Systems
Technology Program (under Mike Little)

Mapped technology and data needs against the mission-science
data lifecycle

Focuses on expansion from data stewardship to data use across the
vast data ecosystem (satellite, airborne, in situ)

Basis for 2015 IEEE Big Data workshop on Data and Computational
Challenges in Earth Science Research

Key input for 2016 ROSES AIST call (per Mike Little, NASA PM for
AIST)

. ~y Data and Computational Science
7o 3 Technologies for Earth 5¢|enﬂm Resea

SR el it | ki g S 12
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AIST Big Data Study: 10 Year
Capability Needs in Big Data

2015 2025 NASA Applications

Observational
Platforms

Ground-based
Mission Systems

Massive Data
Archives

Distributed Data
Analytics

Limited onboard computation
including data triage and data

reduction. Investments in new
flight computing technologies

for extreme environments.

Rigid data processing
pipelines; limited real-time
event/feature detection.
Support for 500 TB missions.

Support for 10 PB of archival
data; limited automated event
and feature detection.

Limited analytics services;
generally tightly coupled to
specific data centers; limited
cross-archive/data center,
cross-agency integration;
limited capabilities in data
fusion; statistical uncertainty;
provenance of the results.

Increase onboard autonomy and enable
data triage (machine learning
techniques) to support more capable
instruments. Support reliable onboard
processing in extreme environments to
enable new exploration missions.

Increase computational processing
capabilities for mission (100x); Enable
ad hoc workflows and reduction of data;
Enable realtime triage /ML techniques,
event and feature detection. Support
100 PB scale missions.

Support exascale archives; automated
event and feature detection/ML
techniques; virtually integrated,
distributed archives.

Computational techniques (ML,
statistical methods) integrated into
mission-science lifecycle; Integrated
data, HPC, algorithms across archives;
Support for cross product data fusion;
capture of statistical uncertainty; virtual
missions; specialized Analytics Centers.

Onboard computation across
all types of platforms; flight
computing capabilities
deployed for extreme
environments; data triage for
satellites and spacecraft.

Future mission computational
challenges; high bandwidth
data volumes; more agile
airborne, cube sat, multi-
sensor campaigns; increase
automated event detection
across mission lifecycle.

Turn archives into knowledge-
bases to improve data
discovery. Leverage massively
scalable virtual data storage.

Automated data analysis
methods; integration of data
across spacecraft, remote
sensors, satellite, airborne, and
ground-based sensors;
systematic approaches to
addressing uncertainty;
complex scientific questions.

Derived from AIST Big Data Study & NASA Office of the Chief Technologist TA-11 Roadmap (2015:}3
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Planetary Data System

Purpose: To collect, archive and make
accessible digital data and documentation

produced from NASA's exploration of the solar d
system from the 1960s to the present. =

Infrastructure: A highly distributed infrastructure L F;a.
with planetary science data repositories el

= PDS =
Implemented at major government labs and i S
academic institutions — =

System driven by a well defined planetary
science information model

e Qver 1 PB of data

Movement towards international
interoperability

Distributed federation of US nodes and
international archives

Being realized through PDS4

14



Jet Propulsion Laboratory (SO m e) B I g Data Ch al I en g eS I n
p o Planetary Science

« Variety of planetary science disciplines, moving targets, and data
* Volume of data returned from missions including provenance
* Federation of disciplines and international interoperability

 These factors can affect choices in;
— Data Consistency
— Data Storage
— Computation
— Movement of Data
— Data Discovery
— Data Distribution

Ultimately, having a planetary science information architectural strategy
that can scale to support the size, distribution, and heterogeneity of the
data is critical

A well formed model that drives the software is something

that many groups have struggled with! 15



s S4 1 INternational Adoption of an
Open Planetary Approach

-

¥ California Institute of Technology

MAVEN (NASA)  Osiris-REX (NASA) EyoMars  JUICE
(ESA/Russia)(ESA)

...also Hayabussa-2, Chandrayaan-2

¥ 2 16
Mars 2020 (NASA
Endorsed by the International Planetary Data Alliance in July 2012 — ( )
https://planetarydata.org/documents/steering-committee/ipda-endorsements-recommendations-and-actions



et proputsion Laborarory L-UUNAT Mapping and Modeling Portal as
Data Analytics and Visualization

Bey California Institute of Technology

-11.023185, 42.471978
E. Law, S. Malhotra, G. Chang

Built on PDS4




Western States Water Mission —
GLEEN CL e emer Understanding Water Availability

(Notional)

IS '\ /

e.g., CA Total Usable Freshwater (million acre-feet)

f'*n 1= 1 1 1 1
e e week month season year
;o Lead Time
Observations Coupled and Validated Estimates with
Computer Models Uncertainties

DEPARTMENT OF

R/ WATER RESOURCES

DEPAP.TMENT OF THE mrE
Rlog
Mﬂ

BUREAy oF necmmmoﬁ

Colorado River Basin

(Prospective customers)

Stakeholders and Customers

12 January 2016 WSWM 3



et propuision Laboratory VVESTEIN States Water Mission (WSWM): A
p o eeatn Science/Data Science Collaboration

Decision Support Resiarch
1 Applications | Data Science
tion Infrastructure
Ii za (Tools, Services,
(Web-Based Interface) , ua Methods for
\/ |5 Massive Data
Standard Reports Ad Hoc Queries and Custom Reports '65 Analysis)
A | A | A | alytl
\L
pat?
Single-Month Estimates  Short and Long-Term Trends A Scalable Data
Processing
Yy A A
‘ | ‘ | | de|5 System for
Mo Hydrological
Science
Snow-Water Equivalent  Surface Water Ground Water 5
A A A ion
| | | Jat
| pse”
Input-Forcing For Data Assimilation 0
(e.g., GPM) (e.g., MODSCAG)

19



Jet Propulsion Laboratory Wat e r Tr e k

BBy California Institute of Technology

L 2
I m
1 L]

GPS P247 - UPPER AVERAGE

34 DISPLACEMENT (MM}
User W\ e a S L s s T i
Defined NPTl - | -
Polygon
Mip - 2
GPS
o e
p ] et pesre
e
T * «»
v | ' ~ Model Output
In-Situ: Stream Gage River Network SAR derived Subsidence Soil Moisture
Sensors

Fusing In-situ, Air-borne, Space-borne and model generated
data using visualization and a big data%ﬂlalytics engine




Methodology Transfer In
Data Science from
Planetary & Earth to
Biomedicine




NASA/JPL Informatics Center:

LRI o onen renirossing Disciplines to Support Scientific

Research
Development of an advanced
Knowledge System to capture, shar

and support reproducible analysis ONAI_
for biomarker research I TUTF 'pl
= Genomics, Proteomics, Imaging, etc .
data types of data

NASA-NCI partnership, leveraging
informatics and data science
technologies from planetary and
Earth science

= Reproducible, Big Data Systems for
exploring the universe

= Software and data science methodology *ﬁ‘:;" ¥
transfer -

=  Presented informatics collaboration at a
congressional briefing in October 2015




Early Detection Research Network:
I el Finding Cancer Biomarkers

AN EJRH & 045 W Parid

= S G Frp ik 8 e o s AT e e P TRk v e L v
e o . ~
i ana Canoar Irst iub

« A comprehensive infrastructure to support

. 45-.35 Eary Detection Resaarch Network DO S itarten
biomarker data management across A e s g e o |
EDRN’ s distributed cancer centers Autoantibody Biomarkers

— Anational data sharing architecture ————______ i1 Sl e

— Data Integration s 1 U e

— Information model for cancer biomarkers
following the PDS4 approach

— Development of data analytic pipelines e e
— Shared open source software capabilities e e s s

o

* Integration of data across the EDRN
(biomarkers, specimens, protocols,
biomarker data, publications) including:

— Data from over 100 research labs; multiple
organs

— 800+ data elements

— 900+ biomarkers captured
— 200+ protocols of study

— 1500+ publications

— Multiple terabytes of data from biomarker
studies




Example of Data Science Capabilities
ooy N Cancer Research from NASA

f . ™
Overall Architecture Curation of data Specimens

from studies, other

science data, etc. M
Local Laboratories e

CBRG funded labs (EDRN, MCL, etc.) H

Laboratory v Di tD-?)ti-
Biorepository Public N " External
Instrument (LabCAS) Knowledge-base erte! Science
(eCAS) Community

. M Publish Data Sets |
' -

QAN -

N

\ .
I !i_ : ;@)& Scientific Results Q Q

Analysis Team

Instrument Science Data @ Local algorithmic Bioinformatics Bioinformatics
Operations \_ Processing processing Community Tools
g - #€

@ Automated pipelines Big Data ) .

@ Complex workflows @ Scaleable computation Big Data _

@ Scaleable algorithms @ Biology infrastructure OOODT+T|ka+Had90p+So|r

4 Computational -omics &Cloud, HPC, etc. OOn-demfand algorithms

@ Auto feature detection @ Data fusion methods

@ Auto curation ¥ Machine-learning

JPL ®Dartmouth @ Caltech
24
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ulsion Laborator

200 100

200

100

— —

Description: Detecting objects from astronomical measurements by evaluating light
measurements in pixels using intelligent software algorithms.

Image Credit: Catalina Sky Survey (CSS), of the Lunar and Planetary Laboratory, University
of Arizona, and Catalina Realtime Transient Survey (CRTS), Center for Data-Driven Discovery,

Caltech. 25
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. N

elligent software

Decripti-orll: Detel:ting ot;jects -fI‘OIT-l. (')n'cology imageé using_int
algorithms transferred to and from space science.
Image Credit: EDRN Lung Specimen Pathology image example, Unp@rsity of Colorado



10 ways tech is improving cancer
research

B - AL DKL Rty RN s g Sy [ CL B Iy P | e
Mew advances in cancer diagnosis and treatment leverag

_ 2. NASA: Using space technology to find cancer markers

and even NASA tools to help detect and beat the disease
ST el e— A NASA machine learning algorithm that More about Innovation

Identifies similarities between galaxies will When your driverless car

now analyze tissue samples for signs of crashes, who will be
responsible? The answer

cancer. Earller this month, NASA's Jet remains unclear

Propulsion Laboratory and the National GE makes $1.4B bet on 30

Cancer Institute renewed a research printing, acquires two firms
to boost additive

partnership through 2021 to collect research manufacturing

on these biomarkers into one searchable loT helping Tassie oyster

network. This way, physicians can compare, L‘?;';‘;fsam'd nnecessan

for example, a CT scan with an archive of Subscribe to TechRepublic's

similar images to search for early signs of Mext Big Thing newsletter.

cancer, based on a patient’'s demographics.
Ultimately, this could translate into new technigues for early diagnosis of
cancer or cancer risk.

Sep 22, 2016 Dozens of institutions, including Dartmouth College's Gelsel School of
Medicine, Harvard Medical School's Massachusetts General Hospital, and
Stanford's NIST Genome-5cale Measurements Group have Joined the
network. It is similar to NASA's Planetary Data System, in which all can
share Information.



ot o remony Other Partnerships

Searching deep and dark: Building a

Google for the | isibl rts of
theweb oo Earth System Grid Federation

sounza gtfort prodcing a ooust, dstrbuted Ccela and CoOMpUtETon Dlatlomm, enabing workd wida
actaas 1 Pela'Eda-otala acentfic seta

DOE/ESGF, L. Cinquini, JPL

UNC CHARLOTTE WINS $4 MILLION NSF GRANT FOR BIG
DATA RESEARCH

: DAR-PA/Me m‘eX, C. Mattman h, J PL R Tuesday, Septamber 13, 2016

Foalaos Asiat Talukgar
The Mational Soence Foundaton has awanded 2 54 milion gramt to
UnC Chadetie essarchars ta deveion 2 muticissplinary researsh
Mrchive Mows and
Fastures program called 'Wirtual Informabon Faanc I'I1l'.5ITJ'h..r\c‘ OWIFD Enat
will crezte new ways to manage, use and share Big Data and
analytic resutts
LIMG Charlotha wing 54
Smwm milicn NESF grant for Azhit Talukder, dinsctor of the Cherlatte Cata Visualization Genber
Big Dt raaearnch and the Bank of Ammerica Endowed Chair in indomation Techrology
in the Calegs of Computing ard Irformasics, is tha orincipal
Pacubty Erlight= imwastigator for the gramt. The awerd was mads undar the MNSE-
CISEMCHDzta mfrastructuns Bulding Blecks (DIERS) =olictabon.
Shudaitt Spatlights “Lindar thia lrge-aeala rasaarch pragram. & novel Yirual Infemation Fabee infeeinciune
TWIFT will bva czraabad, allowing scier=iE bo aeanch, accass, maripulaha and avaiusEls
Bacoarh Treg mertad, detrbuted data in e rlermation Tabic (e infrastneciune o faciitale daka
sharing) withoul dincty acceasng or mosing lamge amount of cata,” 2aid Talukder,

NSF/DIBBS, A Talukder, UNC, G. Djorgovski, Caltech,

SPAWAR/Data Science for C4CS|, D. Crichton, JPL
L. Deforrest, JPL 28




Driving Forward




Jet Propulsion Laboratory Cal teC h -J P L
T Partnership in Data Science

Center for Data-Driven Discovery on campus/Center for Data
Science and Technology at JPL

From basic research to deployed systems ~10 collaborations
— Leveraged funding from JPL to Caltech; from Caltech to JPL

Virtual Summer School (2014) has seen over 25,000 students
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bigdata@csaiL

MIT BIG DATA INITIATIVE

ABODUT PEQPLE EVENTS PARTHERS SPECIAL PROJECTS LOGIN

Example University Partnerships

Py
L))
CSAIL

| —

UC Riverside Students Training at NASA’s Jet

Propulsion Laboratory

Ten students from UC Riverside will have internships at JPL thanks to a $4.5 = o
iTlion t from NASA Chalenge Take Tackingthe

me o the CITY OF Chalienoss of Bia  ssue lodaw s thal

Tackl MITE

Thax FIT Bdg Dasa Thee next avalabie  MIT BIG OATA

LIVIRG LABS ey

E SO S

By Sean Nealon On JUME 10, 2016

SHARL THIS ARTICLE:

an
RIVERSIDE, Calif. {www.ucr. edu)
— Tan Unlversity of Califomia,
Riverside students will have
intermships &t NASA's Jet
Propulsion Laboratory (JPL) this
gummer thankes to a $4.5 million
gran the university received last
yaar from NASA

lata

The grant will also allow 22 hegh
school students from Riverside
Urdfied School District to take a
STEM (Science, Technaology,
Enginearing, Mathematics) class at
UEC Riverside this summer.

The University of California,
Riverside recelved the NASA grant
to develop research, education,
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LATEST NEWS

SyswrmsThalleamEBCSAIL Lecura
Series | Inaisguaral Event

March 23, 2097

Speakers:

Daniel Crichton, Prog:am
Manager, Prinicpal Investigater
and Frincipal Computer
Sclentist,

MASA'S Jet Propulsion

Labaratory [JPL)

Richard Doyle, Program
wanager for Information and Data
Science, Jat Propulsion
Labaratory (JPL), Califarnia

Institute of Technology



SN )t Propulsion Lab I
o i o o Recommendations

Use the Mission-Science Data Lifecycle to
organize Big Data at NASA.

— From flight computing to data analytics.

Enable use and data analytics for the
community.

— Promote data ecosystems for sharing data.

What do we do with all this data?

— Support international partnerships. o

Sl 1;1. ‘1. :
Explore opportunities for methodology transfer. ‘ 3 1.; ;
— Across SMD ‘:‘HE; o1 i
— With other agencies erFgr““ U
— Focused around open source ‘;

; .. A This is looking like a lI)/ak hole — |
EStabl |Sh mu |t|'d ISCI pl I nary teamS between but wait, there’s light at the end of the tunnel!

science/discipline experts, computer

: . 32
science/data science.
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Frontiers on Massive Data Analysis, NRC, 2013
NASA OCT Technology Roadmap, NASA, 2015
NASA AIST Big Data Study, NASA/JPL 2016

IEEE Big Data Conference, Data and Computational Science Big
Data Challenges for Earth Science Research, IEEE, 2015

IEEE Big Data Conference, Data and Computational Science Big
Data Challenges for Earth and Planetary Science Research, IEEE,
2016

Planetary Science Informatics and Data Analytics Conference, April
2018
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Questions?




The Role of Open Source in Big
Data Infrastructures

Jet Propulsion Laboratory
Bey California Institute of Technology

 Open source is an excellent vehicle for collaborations in big data
across the science community
— Great opportunities for sharing software frameworks and tools

« JPL has been involved in the Apache Software Foundation for
several years and helped launch Apache in Science.

— JPLers are committers on several Apache projects

555,‘”3’ VoRHMATE AT

O
# Tika 2ol
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Common Big Data Challenges

Defining the data lifecycle for different domains in science, engineering, business
Capturing well-architected and curated data repositories

Enabling access and integration of highly distributed, heterogeneous data
Developing novel statistical approaches for data preparation, integration and fusion

Supporting analysis and computation across highly distributed data environments and
silos

Developing mechanisms for identifying and extracting interesting features and
patterns

Developing methodologies for validating and comparing predictive models vs.
measurements

Methods for visualizing massive data

SPACE TECHNOLOGY RESEARCH GRANTS PROGRAM, Feb 2017
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